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‣ Probe dormant 
supermassive black holes


‣ Study inactive galatic nuclei


‣ Intermediate-mass BHs 


‣ Merging SMBHs;               
EM counterparts for LISA     
(Stone & Loeb 2011)

A new tool to study black holes and galaxies
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FIG. 4: The rates at which stars are tidally disrupted by
SBHs of mass M in power-law galaxies obeying the M � �
relation. The dashed black line is the prediction of Wang and
Merritt [22] for ��

TD with an updated M � � relation. The
colored curves show our relativistic corrections �TD to this
prediction for SBHs with spins a/M = 0 (red), 0.5 (orange),
0.9 (green), 0.99 (blue), and 0.999 (purple).

in the Newtonian limit. This estimate should be reason-
able for the power-law galaxies that dominate the total
TDE rate; the core galaxies that host the most massive
SBHs have TDE rates �⇤

TD ⇥ 10�5 yr�1 about an order
of magnitude below that of comparable-mass power-law
galaxies [22].

In Fig. 4, we show how the direct-capture of stars by
spinning SBHs changes this prediction. This figure was
prepared with the same set of Monte Carlo simulations
described in Sec. III. Although there are considerable dif-
ferences between the Newtonian predictions of Eqs. (23)
and (30), these di⇥erences result from di⇥erent treat-
ments of the stellar populations far from the SBH. We
may therefore simply renormalize our relativistic predic-
tions �TD = FTD�tot of the previous subsection by di-
viding by Eq. (23) and multiplying by Eq. (30) at each
SBH mass M . Direct capture reduces the predicted TDE
rate by a factor � 2/3 (1/10) at M = 107 (108)M⇥. Al-
though TDEs are very rare for large SBH masses, they
are still possible for M < Mmax ⇥ 109M⇥. Since SBHs
with masses M ⇥ 109M⇥ predominantly live in galaxies

with cored profiles, Fig. 4 may somewhat underestimate
TDE rates at these masses since the stellar density will
not fall as steeply with r as the single isothermal profile
of Eq. (26).

V. DISCUSSION

Astronomers have sought to observe the electromag-
netic flares associated with TDEs ever since this pos-
sibility was proposed by Rees [10]. Several potential
TDEs were discovered over the past 15 years by ROSAT
[12] and the Galaxy Evolution Explorer (GALEX) [13],
and the recent discovery of additional TDEs by both the
Sloan Digital Sky Survey (SDSS) [14] and Swift [15–18]
has renewed interest in this phenomenon. While individ-
ual TDEs may provide new insights into SBH accretion
physics, the large samples that may soon be available [14]
will uniquely probe the whole population of both active
and quiescent SBHs. While overall TDE rates depend on
stellar populations at galactic centers, the upper bound
on the mass M of SBHs capable of tidal disruption is
a sensitive measure of SBH spins. For M � 107M⇥,
tidal disruption occurs deep enough in the SBHs poten-
tial well that Newtonian gravity is no longer valid. Fur-
thermore, there is no reason to expect the orbital angu-
lar momenta of tidally disrupted stars to align with SBH
spins. For both these reasons, accurate calculations of
TDE rates require evaluation of the relativistic tidal ten-
sor Cij on a representative sample of generically oriented
Kerr geodesics.

We have performed a series of Monte Carlo simula-
tions that provide this required sample. We use this
sample to calculate TDE rates for spinning SBH as a
function of their mass M , both in constant-density cores
and in isothermal spheres that approximate real power-
law galaxies. We find that for M � 107M⇥, a significant
fraction of stars will be directly captured by the SBH’s
event horizon instead of being tidally disrupted and sub-
sequently accreted. This will reduce the observed TDE
rate assuming that directly captured stellar debris will
not have the chance to radiate appreciably before being
swallowed by the SBH. Above M ⇥ 108M⇥, only highly
spinning (a/M � 0.9) SBHs will be able to produce ob-
servable TDEs. Theory [30] and observation [31, 32] sug-
gest that most SBHs may have such large spins, but fur-
ther observations are needed to investigate this possibil-
ity. A future survey like LSST [19] that finds thousands
of TDEs may provide important constraints on the dis-
tribution of SBH spins.

Acknowledgements. We would like to thank Mike
Blanton, Glennys Farrar, Andrei Gruzinov, David Mer-
ritt, Maryam Modjaz, Sterl Phinney, and Scott Tremaine
for useful conversations.
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colored curves show our relativistic corrections �TD to this
prediction for SBHs with spins a/M = 0 (red), 0.5 (orange),
0.9 (green), 0.99 (blue), and 0.999 (purple).

in the Newtonian limit. This estimate should be reason-
able for the power-law galaxies that dominate the total
TDE rate; the core galaxies that host the most massive
SBHs have TDE rates �⇤

TD ⇥ 10�5 yr�1 about an order
of magnitude below that of comparable-mass power-law
galaxies [22].

In Fig. 4, we show how the direct-capture of stars by
spinning SBHs changes this prediction. This figure was
prepared with the same set of Monte Carlo simulations
described in Sec. III. Although there are considerable dif-
ferences between the Newtonian predictions of Eqs. (23)
and (30), these di⇥erences result from di⇥erent treat-
ments of the stellar populations far from the SBH. We
may therefore simply renormalize our relativistic predic-
tions �TD = FTD�tot of the previous subsection by di-
viding by Eq. (23) and multiplying by Eq. (30) at each
SBH mass M . Direct capture reduces the predicted TDE
rate by a factor � 2/3 (1/10) at M = 107 (108)M⇥. Al-
though TDEs are very rare for large SBH masses, they
are still possible for M < Mmax ⇥ 109M⇥. Since SBHs
with masses M ⇥ 109M⇥ predominantly live in galaxies

with cored profiles, Fig. 4 may somewhat underestimate
TDE rates at these masses since the stellar density will
not fall as steeply with r as the single isothermal profile
of Eq. (26).

V. DISCUSSION

Astronomers have sought to observe the electromag-
netic flares associated with TDEs ever since this pos-
sibility was proposed by Rees [10]. Several potential
TDEs were discovered over the past 15 years by ROSAT
[12] and the Galaxy Evolution Explorer (GALEX) [13],
and the recent discovery of additional TDEs by both the
Sloan Digital Sky Survey (SDSS) [14] and Swift [15–18]
has renewed interest in this phenomenon. While individ-
ual TDEs may provide new insights into SBH accretion
physics, the large samples that may soon be available [14]
will uniquely probe the whole population of both active
and quiescent SBHs. While overall TDE rates depend on
stellar populations at galactic centers, the upper bound
on the mass M of SBHs capable of tidal disruption is
a sensitive measure of SBH spins. For M � 107M⇥,
tidal disruption occurs deep enough in the SBHs poten-
tial well that Newtonian gravity is no longer valid. Fur-
thermore, there is no reason to expect the orbital angu-
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TDF locus in optical surveys (2010)
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adapted from van Velzen et al. (2011), using SDSS Stripe 82 data
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TDF locus in optical surveys (July, 2017)

6

-0.5 0.0 0.5 1.0 1.5 2.0
u - g

-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

g 
- r

AGN
SNe
TDFs

adapted from van Velzen et al. (2011), using SDSS Stripe 82 data



TDF Impostors 

• Accretion disk instabilities, 
new type of CLAGN


• A new kind of SNe, 
exclusive to galatic nuclei 
Saxton, Perets, & Baskin (2017)


• Collisions of stars on bound 
orbits (EMRIs)                  
Metzger & Stone (2017)


• How do we test this?

7
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Goal of this talk


Demonstrate rate suppression 
due to the black hole horizon 

(Paper on the arXiv this evening)



Timeline of optical/UV TDFs
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Normalization of the different surveys
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Survey duration 
Area x Efficiency Number of flares RateVolumex x=

Number       
of flares Zmax

Survey duration x Area

(yr deg2)

GALEX 3 0.44 10

SDSS 2 0.14 200

ASAS-SN 4 0.02 80,000



The optical TDF luminosity function 
(using 1/Vmax method)
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TDFs are TDEs 5
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Fig. 1.— The TDF luminosity function (LF). The number of
sources in these five bins is: {4, 2, 3, 3, 1} (low to high). The last
bin contains the TDF candidate ASASSN-15lh. The dashed line
shows a power-law, dN/dL / L�2.5

g . The solid line present our
default model for the TDF luminosity function (see Sec.2.3.1).

2.1.5. iPTF

Three flares in our sample originate from iPTF, which
is the successor of PTF: iPTF-15af (Blagorodnova et al.
in prep) iPTF-16axa (Hung et al. 2017), and iPTF-16fnl
(Blagorodnova et al. 2017). The iPTF search was con-
ducted with the same telescope and camera as PTF, but
cadence and follow-up strategy are di↵erent. Contrary to
the PTF search by Arcavi et al. (2014), the three flares
from iPTF were not selected based on their luminosity,
but based on their color and spectral similarity to pre-
vious TDFs. For iPTF we adopt m < 19 in the r band
as the e↵ective flux limit. For the flare iPTF-16fnl, we
use the blackbody temperature reported by Brown et al.
(2017b).

2.1.6. ASAS-SN

Four flares in our sample originate from ASAS-SN
(Shappee et al. 2014): ASASSN-14ae (Holoien et al.
2014), ASASSN-14li (Holoien et al. 2016b), ASASSN-
15oi (Holoien et al. 2016a), and ASASSN-15lh (Dong
et al. 2016). The nature of the fourth flare, ASASSN-
15lh, is controversial: both a supernova (Dong et al.
2016; Godoy-Rivera et al. 2017) and a TDF (Leloudas
et al. 2016; Margutti et al. 2017) have been proposed.
In this paper we will consider both possible origins sepa-
rately. For ASAS-SN we adopt an e↵ective flux limit that
is similar to image flux limit, m < 17.3 in the g-band.
Two flares from this survey are outside the SDSS foot-

print. For ASASSN-15oi we use the Pan-STARRS cata-
log (Flewelling et al. 2016) to obtain the host photometry.
For ASASSN-15lh we use the host galaxy magnitudes
from the best-fit population synthesis model of Leloudas
et al. (2016). The measurement of the velocity dispersion
of the host galaxy of ASASSN-15lh will be presented in
Kruehler et al. (2017, in prep).

2.2. Luminosity/mass functions

For a survey of sources with a constant flux, the lu-
minosity function can be estimated by weighting each
source by the maximum volume in which the source can
be detected (Schmidt 1968). The same principle holds for
a survey of transients, but now the weight should include
the survey duration and we obtain the number of sources

Fig. 2.— The TDF host galaxy stellar mass function. The num-
ber of sources in these three bins is: {5, 7, 3, 1} (low to high). The
highest-mass bin contains the TDF candidate ASASSN-15lh. The
dashed line shows a galaxy mass function (Baldry et al. 2012),
multiplied with a constant TDF rate of 10�4 galaxy�1 yr�1.

unit volume per unit time (i.e., the volumetric rate). We
therefore define Vmax ⌘ VmaxAsurvey, with Asurvey the
e↵ective duration and area of each survey as estimated
from the number of detected sources (Eq. 2). In Figs. 1
and 2 we show 1/Vmax binned by the observed maximum
g-band luminosity and galaxy mass, respectively.
Since the PTF search for TDFs (Arcavi et al. 2014)

used a luminosity selection (see Sec. 2.1.4) we exclude
these events when we compute the rate as a function of
Lg. We also have to exclude iPTF-15af since the photo-
metric data of this flare has not been published yet. We
are thus left with 17 � 4 = 13 sources. For TDFs with
measurements of the velocity dispersion, the black hole
mass is estimated from the M–� relation (Ferrarese &
Merritt 2000; Gebhardt et al. 2000) using the version of
Gültekin et al. (2009). For this subsample we compute
Vmax using the lower value of zmax from the flux limit for
the detection of the flare and the host galaxy flux limit
for measuring the velocity dispersion—the former is the
limiting factor for most sources (cf. the last column of
Table 1 and Table 2.1).
The uncertainty on each bin of

P
1/Vmax is estimated

from
P

1/V2
max (Schmidt 1968). This yields a typical un-

certainty of 0.3 dex for each bin, which is comparable to
the Poisson uncertainty. For bins that contain only one
source, we compute the uncertainty on the volumetric
rate using the 1�-confidence interval for Poisson statis-
tics, [0.17, 3.41].
The volumetric rate as a function of Lg (Fig. 1) shows

a steep decrease that can be parametrized as

dṄ

d log10 L
= Ṅ0 log10(L/L0)

�1.5 (3)

with L0 = 1043 erg s�1 and Ṅ0 = 3⇥ 10�7 Mpc�3 yr�1.
To convert our measurement of the volumetric TDF

rate to a rate per galaxy, we compute the volumetric
rate as a function of total stellar mass and divide by
the stellar mass function of Baldry et al. (2012). For a
stellar mass in the range 109.5 < Mgalaxy/M� < 1010.5

a constant rate of 10�4 galaxy�1 yr�1 is consistent with
our observations (Fig. 2).
The rate as a function of black hole mass (Fig. 3) is

van Velzen (2017)
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Fig. 3.— The TDF host galaxy black hole mass function. The
number of sources in these four bins is: {5, 4, 2, 1} (low to high).
The highest-mass bin contains the TDF candidate ASASSN-15lh.
In the top panel, the dashed line shows the Shankar et al. (2004)
black hole mass function multiplied with a constant TDF rate of
6 ⇥ 10�5 per black hole per year. The solid line shows the result
of using this mass function as input to our model of the TDF rate
(Eq. 8). The dotted line indicates the mass function that would
be obtained if the wait-time between flares scales linearly with
black hole mass. In the bottom panel, we compare three di↵erent
predictions for the scaling of the disruption rate below the Hills
mass (Sec. 2.3.3).

also observed to be roughly constant for M• < 107.5 M�.
However, the high luminosity of the TDF candidate
ASASSN-15lh yields a very large Vmax and thus implies a
rapid decrease of the volumetric rate for M• & 107.5 M�.
The decrease of the rate towards the highest mass bin

is at least 3 orders of magnitude. Arguably the only
conceivable mechanism that can yield such an extreme
turnover is the suppression of the flare rate by the black
hole horizon. We can thus conclude that if ASASSN-
15lh is a member of the TDE family, the population of
observed TDFs as a whole is consistent with the pre-
dicted suppression of the rate due to the direct capture
of stars by the black hole. However, if ASASSN-15lh is
not due to a TDE, the mass function of the remaining
TDFs in our sample is not a useful tool to measure hori-
zon suppression. Instead, we need to compare the ob-
served mass distribution to the expected distribution in
a flux-limited sample. This requires a forward modeling
simulation, which is explained in the next section.

2.3. Forward modeling

In the previous section we used the 1/Vmax method to
reconstruct the TDF luminosity and mass function. In

Fig. 4.— Demonstrating the di↵erence between a luminosity
function (LF) and a flux-limited sample. The solid line shows
the LF obtained from the 1/V

max

method (Fig. 1). The dashed
line shows the result of our forward analysis: a mock TDF sample
obtained after drawing flares from the power-law LF and applying
the survey selection criteria.

this section, we start with a model for the flare luminos-
ity function and event rate, and then try to reproduce
the observed distribution of TDF luminosity and host
galaxy mass. This forward-modeling approach has two
advantages over a 1/Vmax reconstruction. First of all, we
can include additional selection criteria beyond the flux
of the flare (e.g., the contrast between the flux of the host
and flare). And second, we can assign a significance to
the apparent low number of events from high-mass black
holes.
Our forward-modeling method follows four steps: (i)

draw flares with a peak luminosity from a model LF (ii)
insert these flares into a flux-limited galaxy sample, (iii)
assign each flare a weight based on the event rate in
its host galaxy, (iv) sum these weights for the simulated
flares that pass the requirement for detection in each
survey. In the following four subsections we provide the
details of these steps.

2.3.1. Model luminosity functions

Ideally, a model for TDFs or TDF impostors would
yield a prediction for the luminosity function (LF) of
these events. This prediction could be tested using the
observed luminosity distribution (Fig. 4). However, our
models are not mature enough to predict a LF from first
principle. We therefore use a more empirical approach
and only consider LFs that are known to reproduce the
observed luminosity distribution. We will consider two
di↵erent LFs: one for SNe and one for AGN flares and
TDF.
The observed LF from the 1/Vmax method (Fig. 1) pro-

vides a good starting point for our empirical luminosity
function models. Indeed, if we draw TDFs from a power-
law LF (Eq. 3) and apply the survey selection criteria (see
Sec. 2.3.4) we reproduce the observed distribution of Lg,
see Fig. 4. We therefore use this power-law as the model
LF of nuclear SNe.
A simple power-law is unlikely to provide a correct de-

scription of the LF of transients that are due to massive
black holes, i.e., TDFs or AGN flares. Due to the abun-
dance of low-mass galaxies, a power-law LF will yield
too many transients with super-Eddington luminosities.
Motivated by the observation that the observed distri-

The TDF host galaxy black hole mass function 
(using 1/Vmax method)
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van Velzen (2017); 
data from Wevers et al. (arXiv:170608965)



Take home message 1

•Steep turnover in black hole mass function


•Very challenging for any TDF impostor scenario
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Fig. 3.— The TDF host galaxy black hole mass function. The
number of sources in these four bins is: {5, 4, 2, 1} (low to high).
The highest-mass bin contains the TDF candidate ASASSN-15lh.
In the top panel, the dashed line shows the Shankar et al. (2004)
black hole mass function multiplied with a constant TDF rate of
6 ⇥ 10�5 per black hole per year. The solid line shows the result
of using this mass function as input to our model of the TDF rate
(Eq. 8). The dotted line indicates the mass function that would
be obtained if the wait-time between flares scales linearly with
black hole mass. In the bottom panel, we compare three di↵erent
predictions for the scaling of the disruption rate below the Hills
mass (Sec. 2.3.3).

also observed to be roughly constant for M• < 107.5 M�.
However, the high luminosity of the TDF candidate
ASASSN-15lh yields a very large Vmax and thus implies a
rapid decrease of the volumetric rate for M• & 107.5 M�.
The decrease of the rate towards the highest mass bin

is at least 3 orders of magnitude. Arguably the only
conceivable mechanism that can yield such an extreme
turnover is the suppression of the flare rate by the black
hole horizon. We can thus conclude that if ASASSN-
15lh is a member of the TDE family, the population of
observed TDFs as a whole is consistent with the pre-
dicted suppression of the rate due to the direct capture
of stars by the black hole. However, if ASASSN-15lh is
not due to a TDE, the mass function of the remaining
TDFs in our sample is not a useful tool to measure hori-
zon suppression. Instead, we need to compare the ob-
served mass distribution to the expected distribution in
a flux-limited sample. This requires a forward modeling
simulation, which is explained in the next section.

2.3. Forward modeling

In the previous section we used the 1/Vmax method to
reconstruct the TDF luminosity and mass function. In

Fig. 4.— Demonstrating the di↵erence between a luminosity
function (LF) and a flux-limited sample. The solid line shows
the LF obtained from the 1/V

max

method (Fig. 1). The dashed
line shows the result of our forward analysis: a mock TDF sample
obtained after drawing flares from the power-law LF and applying
the survey selection criteria.

this section, we start with a model for the flare luminos-
ity function and event rate, and then try to reproduce
the observed distribution of TDF luminosity and host
galaxy mass. This forward-modeling approach has two
advantages over a 1/Vmax reconstruction. First of all, we
can include additional selection criteria beyond the flux
of the flare (e.g., the contrast between the flux of the host
and flare). And second, we can assign a significance to
the apparent low number of events from high-mass black
holes.
Our forward-modeling method follows four steps: (i)

draw flares with a peak luminosity from a model LF (ii)
insert these flares into a flux-limited galaxy sample, (iii)
assign each flare a weight based on the event rate in
its host galaxy, (iv) sum these weights for the simulated
flares that pass the requirement for detection in each
survey. In the following four subsections we provide the
details of these steps.

2.3.1. Model luminosity functions

Ideally, a model for TDFs or TDF impostors would
yield a prediction for the luminosity function (LF) of
these events. This prediction could be tested using the
observed luminosity distribution (Fig. 4). However, our
models are not mature enough to predict a LF from first
principle. We therefore use a more empirical approach
and only consider LFs that are known to reproduce the
observed luminosity distribution. We will consider two
di↵erent LFs: one for SNe and one for AGN flares and
TDF.
The observed LF from the 1/Vmax method (Fig. 1) pro-

vides a good starting point for our empirical luminosity
function models. Indeed, if we draw TDFs from a power-
law LF (Eq. 3) and apply the survey selection criteria (see
Sec. 2.3.4) we reproduce the observed distribution of Lg,
see Fig. 4. We therefore use this power-law as the model
LF of nuclear SNe.
A simple power-law is unlikely to provide a correct de-

scription of the LF of transients that are due to massive
black holes, i.e., TDFs or AGN flares. Due to the abun-
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The TDF host galaxy black hole mass function
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ASASSN-15lh 

Image credit: ESO

Superluminous SN 

(Dong et al. 2016)


TDE from Kerr BH 

(Leloudas et al. 2017)




Next step: forward modeling
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Fig. 3.— The TDF host galaxy black hole mass function. The
number of sources in these four bins is: {5, 4, 2, 1} (low to high).
The highest-mass bin contains the TDF candidate ASASSN-15lh.
In the top panel, the dashed line shows the Shankar et al. (2004)
black hole mass function multiplied with a constant TDF rate of
6 ⇥ 10�5 per black hole per year. The solid line shows the result
of using this mass function as input to our model of the TDF rate
(Eq. 8). The dotted line indicates the mass function that would
be obtained if the wait-time between flares scales linearly with
black hole mass. In the bottom panel, we compare three di↵erent
predictions for the scaling of the disruption rate below the Hills
mass (Sec. 2.3.3).

also observed to be roughly constant for M• < 107.5 M�.
However, the high luminosity of the TDF candidate
ASASSN-15lh yields a very large Vmax and thus implies a
rapid decrease of the volumetric rate for M• & 107.5 M�.
The decrease of the rate towards the highest mass bin

is at least 3 orders of magnitude. Arguably the only
conceivable mechanism that can yield such an extreme
turnover is the suppression of the flare rate by the black
hole horizon. We can thus conclude that if ASASSN-
15lh is a member of the TDE family, the population of
observed TDFs as a whole is consistent with the pre-
dicted suppression of the rate due to the direct capture
of stars by the black hole. However, if ASASSN-15lh is
not due to a TDE, the mass function of the remaining
TDFs in our sample is not a useful tool to measure hori-
zon suppression. Instead, we need to compare the ob-
served mass distribution to the expected distribution in
a flux-limited sample. This requires a forward modeling
simulation, which is explained in the next section.

2.3. Forward modeling

In the previous section we used the 1/Vmax method to
reconstruct the TDF luminosity and mass function. In
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Fig. 4.— Demonstrating the di↵erence between a luminosity
function (LF) and a flux-limited sample. The solid line shows
the LF obtained from the 1/V

max

method (Fig. 1). The dashed
line shows the result of our forward analysis: a mock TDF sample
obtained after drawing flares from the power-law LF and applying
the survey selection criteria.

this section, we start with a model for the flare luminos-
ity function and event rate, and then try to reproduce
the observed distribution of TDF luminosity and host
galaxy mass. This forward-modeling approach has two
advantages over a 1/Vmax reconstruction. First of all, we
can include additional selection criteria beyond the flux
of the flare (e.g., the contrast between the flux of the host
and flare). And second, we can assign a significance to
the apparent low number of events from high-mass black
holes.
Our forward-modeling method follows four steps: (i)

draw flares with a peak luminosity from a model LF (ii)
insert these flares into a flux-limited galaxy sample, (iii)
assign each flare a weight based on the event rate in
its host galaxy, (iv) sum these weights for the simulated
flares that pass the requirement for detection in each
survey. In the following four subsections we provide the
details of these steps.

2.3.1. Model luminosity functions

Ideally, a model for TDFs or TDF impostors would
yield a prediction for the luminosity function (LF) of
these events. This prediction could be tested using the
observed luminosity distribution (Fig. 4). However, our
models are not mature enough to predict a LF from first
principle. We therefore use a more empirical approach
and only consider LFs that are known to reproduce the
observed luminosity distribution. We will consider two
di↵erent LFs: one for SNe and one for AGN flares and
TDF.
The observed LF from the 1/Vmax method (Fig. 1) pro-

vides a good starting point for our empirical luminosity
function models. Indeed, if we draw TDFs from a power-
law LF (Eq. 3) and apply the survey selection criteria (see
Sec. 2.3.4) we reproduce the observed distribution of Lg,
see Fig. 4. We therefore use this power-law as the model
LF of nuclear SNe.
A simple power-law is unlikely to provide a correct de-

scription of the LF of transients that are due to massive
black holes, i.e., TDFs or AGN flares. Due to the abun-
dance of low-mass galaxies, a power-law LF will yield
too many transients with super-Eddington luminosities.
Motivated by the observation that the observed distri-
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Observed Eddington ratio distribution TDFs are TDEs 9
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Fig. 7.— Cumulative distribution of the Eddington ratio. We
show the observed distribution for TDF candidates with black hole
mass measurements based on the host galaxy velocity dispersion,
compared to the distribution predicted for a TDE scenario and two
di↵erent SNe scenarios (see Table. 4). If observed TDF are due to
SNe, we would not obtain a luminosity distribution that is capped
near the Eddington luminosity.

galaxy mass or black hole mass of the host galaxies in
our TDF sample to the distribution obtained for a simu-
lated sample with and without a correction for captures
(Fig. 5). For this comparison we use the same LF for
both mock samples; the only di↵erence is scaling of the
event rate with mass. We find that the simulation with-
out a correction for captures over-predicts the number of
flares from high mass black holes. Using a Kolmogorov-
Smirnov (KS) test, the hypothesis that the host galaxy
stellar mass of the mock sample without captures and
the host galaxy mass of observed candidate TDFs are
drawn from the same distribution can be rejected with
p = 6⇥10�4. If we apply the same test to the distribution
of black hole mass, we again reject the null hypothesis
but with slightly lower significance (p = 6 ⇥ 10�3) due
to the smaller sample size.
The simulated distributions of galaxy mass and black

hole mass for the other three scenarios that we consider
(see Table 4) are shown in Figure 6.

3. DISCUSSION

3.1. TDFs are not due to stellar explosions

We find that our fiducial TDF model correctly repro-
duces the distribution of host galaxy total stellar mass,
host galaxy black holes mass, and Eddington ratio (see
Fig. 5 and Fig. 7).
The strongest evidence against the hypothesis that the

observed TDFs are due to a new class of SNe is the ob-
served distribution of the Eddington ratio. The Edding-
ton limit does not apply to stellar explosions, but for each
simulated SNe we can still compute the Eddington ratio
based on the central black hole mass of its host galaxy.
We find that the two SNe scenarios that we considered
both predict that more than half of the events should
have super-Eddington luminosities (Fig. 7). The lumi-
nosity of observed candidate TDFs, however, is observed
to be capped near the Eddington luminosity. The proba-
bility that a flux-limited SNe sample would produce this
skewed distribution of fEdd is very small (KS test yields
p = 4⇥ 10�3).

ASASSN-15lh.

3.2. TDFs are unlikely due to AGN

An instability in an AGN accretion disk could lead to
a rapid increase of the accretion rate and may there-
fore mimic a TDF. This scenario has several problems,
such as the observed evolution of the broad emission lines
of known candidate TDFs, which get more narrow with
time while AGN show the opposite behavior (Ruan et al.
2016; Holoien et al. 2016b). But such problems are not
insurmountable because models of AGN disk instabili-
ties are fully developed yet. Our work provides a test of
the AGN flare scenario with minimal requirements. The
only model prediction that is needed is the scaling of the
flare rate with black hole mass.
The wait-time between AGN outbursts depends on the

black hole mass and the accretion rate. If the accretion
rate normalized to the Eddington limit is constant for the
mass range relevant for our TDF sample, the wait time
between outbursts from active black holes is predicted
to scale as ⌧ / Mp

• , with p ⇠ 1 (Mineshige & Shields
1990; Siemiginowska & Elvis 1997). The increased wait-
time and longer flare duration reduce the rate of detected
AGN flares from massive black holes, potentially explain-
ing the lack of TDF candidates at high mass. However,
we find that a scenario with p = 1 predicts too many
flares at the low-mass end (Fig. 6). If instead the rate
of AGN flares is independent of mass (p = 0), a flux-
limited sample of AGN flares should contain many more
events from black holes with a mass > 107.5 M� (Fig. 5).
We can thus conclude that most AGN flare scenarios
are inconsistent with the observed mass distribution of
TDF host galaxies. One caveat is that most AGN out-
burst models assume that the disk remains radiatively
e�cient between outbursts; it would be interesting to
compare predictions for the rate of sub-Eddington AGN
(e.g., LINERs) going into outburst.
Besides instabilities, stellar collisions near the tidal

radius could also produce TDF impostors (Metzger &
Stone 2017). These collisions happen between stars that
accrete onto the central black hole via Roche lobe over-
flow, and therefore are only possible when the Roche
radius lies outside the innermost stable circular orbit.
The rate of these collisions will therefore diminish above
a mass a scale similar to the Hills mass of TDEs and
could thus explain the observed turnover in the TDF
mass function (Fig. 3). However, multiple grazing colli-
sions of the same stars are required to get a su�ciently
high rate of these events, and around larger supermassive
black holes, stars are often destroyed by their relativistic
collision velocities. As a result, rate suppression in the
stellar-collision model likely occurs at an order of magni-
tude lower mass scale (M• ⇠ 107,M�; Metzger & Stone
2017), which is inconsistent with our observations.

3.3. Detection of horizon suppression

The only scenario that can explain both the distri-
bution of the Eddington ratio and the distribution of
black hole mass requires a roughly constant rate for
M• . 107.5 M�, followed by a rapid decrease towards
higher mass. This, indeed, is a fundamental prediction
of the TDE paradigm.
The location of the turnover scales with the black hole

spin and the inverse of the mass of the disrupted star.
Assuming that near the Hills mass most of the disrupted
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•Significant lack of flares from high-mass BHs


•Very challenging for any TDF impostor scenario
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Rate as a function of galaxy mass: 
higher than previous measurements
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Fig. 1.— The TDF luminosity function (LF). The number of
sources in these five bins is: {4, 2, 3, 3, 1} (low to high). The last
bin contains the TDF candidate ASASSN-15lh. The dashed line
shows a power-law, dN/dL / L�2.5

g . The solid line present our
default model for the TDF luminosity function (see Sec.2.3.1).

2.1.5. iPTF

Three flares in our sample originate from iPTF, which
is the successor of PTF: iPTF-15af (Blagorodnova et al.
in prep) iPTF-16axa (Hung et al. 2017), and iPTF-16fnl
(Blagorodnova et al. 2017). The iPTF search was con-
ducted with the same telescope and camera as PTF, but
cadence and follow-up strategy are di↵erent. Contrary to
the PTF search by Arcavi et al. (2014), the three flares
from iPTF were not selected based on their luminosity,
but based on their color and spectral similarity to pre-
vious TDFs. For iPTF we adopt m < 19 in the r band
as the e↵ective flux limit. For the flare iPTF-16fnl, we
use the blackbody temperature reported by Brown et al.
(2017b).

2.1.6. ASAS-SN

Four flares in our sample originate from ASAS-SN
(Shappee et al. 2014): ASASSN-14ae (Holoien et al.
2014), ASASSN-14li (Holoien et al. 2016b), ASASSN-
15oi (Holoien et al. 2016a), and ASASSN-15lh (Dong
et al. 2016). The nature of the fourth flare, ASASSN-
15lh, is controversial: both a supernova (Dong et al.
2016; Godoy-Rivera et al. 2017) and a TDF (Leloudas
et al. 2016; Margutti et al. 2017) have been proposed.
In this paper we will consider both possible origins sepa-
rately. For ASAS-SN we adopt an e↵ective flux limit that
is similar to image flux limit, m < 17.3 in the g-band.
Two flares from this survey are outside the SDSS foot-

print. For ASASSN-15oi we use the Pan-STARRS cata-
log (Flewelling et al. 2016) to obtain the host photometry.
For ASASSN-15lh we use the host galaxy magnitudes
from the best-fit population synthesis model of Leloudas
et al. (2016). The measurement of the velocity dispersion
of the host galaxy of ASASSN-15lh will be presented in
Kruehler et al. (2017, in prep).

2.2. Luminosity/mass functions

For a survey of sources with a constant flux, the lu-
minosity function can be estimated by weighting each
source by the maximum volume in which the source can
be detected (Schmidt 1968). The same principle holds for
a survey of transients, but now the weight should include
the survey duration and we obtain the number of sources
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Fig. 2.— The TDF host galaxy stellar mass function. The num-
ber of sources in these three bins is: {5, 7, 3, 1} (low to high). The
highest-mass bin contains the TDF candidate ASASSN-15lh. The
dashed line shows a galaxy mass function (Baldry et al. 2012),
multiplied with a constant TDF rate of 10�4 galaxy�1 yr�1.

unit volume per unit time (i.e., the volumetric rate). We
therefore define Vmax ⌘ VmaxAsurvey, with Asurvey the
e↵ective duration and area of each survey as estimated
from the number of detected sources (Eq. 2). In Figs. 1
and 2 we show 1/Vmax binned by the observed maximum
g-band luminosity and galaxy mass, respectively.
Since the PTF search for TDFs (Arcavi et al. 2014)

used a luminosity selection (see Sec. 2.1.4) we exclude
these events when we compute the rate as a function of
Lg. We also have to exclude iPTF-15af since the photo-
metric data of this flare has not been published yet. We
are thus left with 17 � 4 = 13 sources. For TDFs with
measurements of the velocity dispersion, the black hole
mass is estimated from the M–� relation (Ferrarese &
Merritt 2000; Gebhardt et al. 2000) using the version of
Gültekin et al. (2009). For this subsample we compute
Vmax using the lower value of zmax from the flux limit for
the detection of the flare and the host galaxy flux limit
for measuring the velocity dispersion—the former is the
limiting factor for most sources (cf. the last column of
Table 1 and Table 2.1).
The uncertainty on each bin of

P
1/Vmax is estimated

from
P

1/V2
max (Schmidt 1968). This yields a typical un-

certainty of 0.3 dex for each bin, which is comparable to
the Poisson uncertainty. For bins that contain only one
source, we compute the uncertainty on the volumetric
rate using the 1�-confidence interval for Poisson statis-
tics, [0.17, 3.41].
The volumetric rate as a function of Lg (Fig. 1) shows

a steep decrease that can be parametrized as

dṄ

d log10 L
= Ṅ0 log10(L/L0)

�1.5 (3)

with L0 = 1043 erg s�1 and Ṅ0 = 3⇥ 10�7 Mpc�3 yr�1.
To convert our measurement of the volumetric TDF

rate to a rate per galaxy, we compute the volumetric
rate as a function of total stellar mass and divide by
the stellar mass function of Baldry et al. (2012). For a
stellar mass in the range 109.5 < Mgalaxy/M� < 1010.5

a constant rate of 10�4 galaxy�1 yr�1 is consistent with
our observations (Fig. 2).
The rate as a function of black hole mass (Fig. 3) is
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Fig. 5.— Cumulative distribution of host galaxy stellar mass and black hole mass. We show the observed distribution, compared to the
distribution for two di↵erent mock TDF samples. The black solid line is our fiducial TDF model, using Eq. 8 to account for the suppression
of the TDF rate due to the capture of stars by black holes. The dashed line shows the distribution that is obtained if the event rate would
be independent of mass. This second scenario clearly is inconsistent with the observations as it yields too many flares from high-mass host
galaxies.

Fig. 6.— Identical to Fig. 5, but showing three more models for the event rate and flare luminosity function (see Table 4). The two SNe
models are consistent with the observed mass distribution. These models, however, are not consistent with the observed distribution of the
Eddington ratio (Fig. 7).

simple assumption is a galaxy-independent rate. Next,
we consider an event rate proportional to the star for-
mation rate. This scaling could be expected if current
optical TDF candidates are due to a new type of stel-
lar explosion in galactic nuclei (Saxton et al. 2016). To
model flares caused by AGN disk instabilities, we con-
sider an event rate that is inversely proportional with
central black hole mass, Ṅ / M�1

• . This scaling follows
for an outburst model in which the wait time between
outbursts is proportional to the black hole mass. Fi-
nally, to estimate the rate of flares due to TDEs, we use
the following equation

Ṅ / M�
• e

�(M•/10
8M�)2 . (8)

The power-law index � parametrizes how the disruption
rate changes due to the dynamics of the host galaxy; pre-
dictions for this index range from +0.3 (Brockamp et al.
2011), to �0.2 (Wang & Merritt 2004; Kochanek 2016),
and �0.5 (Stone & Metzger 2016). All of these pre-
dictions are broadly consistent with the observed mass
function derived from the 1/Vmax method, but steeper
power-laws can be ruled-out (see Fig. 3, bottom panel).
We adopt � = �0.2, the relation predicted for an isother-
mal sphere (cf. Wang & Merritt 2004, Eq. 29). Our

parametrization of the turnover in the TDF rate approx-
imates the curve of Kesden (2012, Figure 4) for a solar-
type star disrupted by a black hole with a spin of a = 0.9.

2.3.4. Mock TDF samples

The last of the four steps of our forward-modeling anal-
ysis is to apply the selection criteria of the surveys. Sum-
ming the event rate of simulated flares that pass the se-
lection criteria yields the final output: a mock version of
our TDF compilation (Table 1).
Besides the obvious requirement that the peak flux of

the simulated flare is larger than the e↵ective survey flux
limit, we also require that the di↵erence between the sim-
ulated flare and the host galaxy is less than 3 mag (which
corresponds to the lowest host-flare contrast in our sam-
ple of candidate TDFs). For simulated flares observed
by the PTF survey we also apply their luminosity cut
(�19 > Mr > �21). Similar to our method for normal-
izing the e↵ective area in the 1/Vmax analysis, we require
that the ratio of the simulated flares detected by each
survey is equal to the actual ratio of detected TDFs for
these surveys (see Table 3).
We can now compare the observed distribution2 of

2 In Figs. 5–7 we show the observed distributions without



Black hole spin: 
suggestive evidence for high spin (a~0.9) 
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Fig. 5.— Cumulative distribution of host galaxy stellar mass and black hole mass. We show the observed distribution, compared to the
distribution for two di↵erent mock TDF samples. The black solid line is our fiducial TDF model, using Eq. 8 to account for the suppression
of the TDF rate due to the capture of stars by black holes. The dashed line shows the distribution that is obtained if the event rate would
be independent of mass. This second scenario clearly is inconsistent with the observations as it yields too many flares from high-mass host
galaxies.

Fig. 6.— Identical to Fig. 5, but showing three more models for the event rate and flare luminosity function (see Table 4). The two SNe
models are consistent with the observed mass distribution. These models, however, are not consistent with the observed distribution of the
Eddington ratio (Fig. 7).

simple assumption is a galaxy-independent rate. Next,
we consider an event rate proportional to the star for-
mation rate. This scaling could be expected if current
optical TDF candidates are due to a new type of stel-
lar explosion in galactic nuclei (Saxton et al. 2016). To
model flares caused by AGN disk instabilities, we con-
sider an event rate that is inversely proportional with
central black hole mass, Ṅ / M�1

• . This scaling follows
for an outburst model in which the wait time between
outbursts is proportional to the black hole mass. Fi-
nally, to estimate the rate of flares due to TDEs, we use
the following equation

Ṅ / M�
• e

�(M•/10
8M�)2 . (8)

The power-law index � parametrizes how the disruption
rate changes due to the dynamics of the host galaxy; pre-
dictions for this index range from +0.3 (Brockamp et al.
2011), to �0.2 (Wang & Merritt 2004; Kochanek 2016),
and �0.5 (Stone & Metzger 2016). All of these pre-
dictions are broadly consistent with the observed mass
function derived from the 1/Vmax method, but steeper
power-laws can be ruled-out (see Fig. 3, bottom panel).
We adopt � = �0.2, the relation predicted for an isother-
mal sphere (cf. Wang & Merritt 2004, Eq. 29). Our

parametrization of the turnover in the TDF rate approx-
imates the curve of Kesden (2012, Figure 4) for a solar-
type star disrupted by a black hole with a spin of a = 0.9.

2.3.4. Mock TDF samples

The last of the four steps of our forward-modeling anal-
ysis is to apply the selection criteria of the surveys. Sum-
ming the event rate of simulated flares that pass the se-
lection criteria yields the final output: a mock version of
our TDF compilation (Table 1).
Besides the obvious requirement that the peak flux of

the simulated flare is larger than the e↵ective survey flux
limit, we also require that the di↵erence between the sim-
ulated flare and the host galaxy is less than 3 mag (which
corresponds to the lowest host-flare contrast in our sam-
ple of candidate TDFs). For simulated flares observed
by the PTF survey we also apply their luminosity cut
(�19 > Mr > �21). Similar to our method for normal-
izing the e↵ective area in the 1/Vmax analysis, we require
that the ratio of the simulated flares detected by each
survey is equal to the actual ratio of detected TDFs for
these surveys (see Table 3).
We can now compare the observed distribution2 of

2 In Figs. 5–7 we show the observed distributions without



Summary 

• Detected strong turnover in the TDF black hole mass function: 
‣ Inconsistent with current TDF impostor scenarios. 


‣ High black hole spin (a~0.9) implied


• TDF luminosity function is steep: 
‣ Per-galaxy rate is high (10-4 yr-1)


• Rate constant at low mass:

‣ No large circularization inefficiencies 


‣ Constant black hole occupation fraction 
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